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1. [bookmark: _Toc169162687]INTRODUCTION
[bookmark: _Toc169162688]1.1 About the Responsible AI Assessments 
As AI technologies evolve, so does the imperative to ensure that their development and deployment align with human rights principles and avoid causing harm or perpetuating social inequalities. The Responsible AI Assessments are a proactive response to address these challenges head-on, co-created by the GIZ-project “FAIR Forward – Artificial Intelligence for All” [footnoteRef:2], Eticas and a diverse community of AI inclusion experts from Sub-Saharan Africa and Asia Pacific. [2:  Implemented on behalf of the BMZ, FAIR Forward strives for a more open, inclusive and sustainable approach to AI on a local and global level. To achieve this, FAIR Forward is working together with seven partner countries (Ghana, India, Indonesia, Kenya, Rwanda, South Africa and Uganda). ] 


The Responsible AI Assessments are a method to identify, assess and mitigate potential harms and biases in AI. As an AI risks and ethics assessment tool, they guide AI stakeholders (e.g. as an assessor, developer, project managers or deployer of AI) in critically analyzing their AI resources, emphasizing human rights and ethical considerations throughout the AI lifecycle.

The Responsible AI Assessments[footnoteRef:3] consist of the following parts:  [3:  Please note that the Responsible AI Assessment is an assessment method. It is suitable for those who want to conduct a holistic AI risk and ethics assessment by themselves or with an external assessor (recommended option). It is not an audit and cannot guarantee compliance with upcoming standards (e.g. AI EU Act). Please engage certified auditors if you want to ensure compliance. ] 

· Step-by-Step Guide (Part A): 
It orientates on how to apply the Qualitative and Quantitative Assessment Guides, enriched with best practices and lessons learned.
· Qualitative Guide (Part B): 
It provides critical questions for each stage of the AI lifecycle to assess societal implications, potential biases, fairness, and effects on diverse stakeholders.
· Quantitative Guide (Part C): 
It focuses on quantitative methods and metrics for critical analysis of data as well as AI models and systems. It builds on the insights from the Qualitative Guide.

Each parts serves a unique purpose. Their main aim is to guide AI stakeholders to critically analyze their AI resources, draft actionable insights and mitigate risks. They guide reflection during the following stages of an AI lifecycle: 
[image: ]
Drawing on experiences with real-world AI assessments, the Responsible AI Assessments are a living framework adaptable to the evolving AI landscape. In 2023, they were tested on 7 AI activities from 6 countries on the African and Asian continent.
The original version of the Responsible AI Assessments is available under the FAIR Forward website.
[bookmark: _Toc169162689]1.2 About this Qualitative Guide
This qualitative AI risk assessment guide allows to evaluate the potential human rights risks and ethical risks of AI resources like training data for AI, AI models and systems.[footnoteRef:4] It aims to guide AI stakeholders (e.g. assessor, developer, project manager or deployer of AI) on what to consider when striving for algorithmic fairness and how to enhance AI fairness by:  [4:  An AI system can be understood as any software that is developed with: one or more AI-related techniques, like machine learning, deep learning, statistical models, Bayesian estimation or any other method that can, for a given set of human-defined objectives, generate outputs such as content, predictions, recommendations, or decisions influencing the environments they interact with. See also Sheikh et al. (2023) and Laato et al. (2022).] 

· incentivizing critical reflection;
· identifying and creating awareness of human rights risks and ethical concerns;
· formulating appropriate mitigation measures, considering all elements through the AI design and development journey life cycle.

Additionally, this document seeks to:
· improve transparency of AI resources throughout their lifecycle by providing a framework for documenting the decision-making process, data sources and evaluation metrics used in the AI systems. This makes it easier to track and audit the performance of the systems;
· facilitate collaboration and knowledge sharing among stakeholders involved in developing and deploying AI systems by providing a common language and framework for evaluating AI systems.

The Qualitative Guide has been developed and tested with real-live AI use cases that have been supported by FAIR Forward. These use cases primarily involved AI models and systems that are based on supervised learning. All of these AI use cases were in different stages of their development, most of them in the pre-processing stage. Therefore, the Qualitative Guide is naturally tailored to these activities and their contexts. Nonetheless, it should be applicable for assessing AI systems in similar or related contexts.
[bookmark: _Toc169162690]1.3 Structure of the Qualitative Guide
The Qualitative Guide is structured around two axes: The AI lifecycle, on the one hand, and UNESCO’s Recommendations on the Ethics of AI (2022), on the other. Principles developed by this recommendation entail an up-to-date reflection on AI human rights implications addressing critical aspects from a holistic perspective. Furthermore, they are the first global standard-setting instrument on the subject, which was adopted jointly by UNESCO’s member states in 2021[footnoteRef:5].  [5:  The Recommendations on the Ethics of AI covers the following principles: 
Proportionality and do-not-harm
Safety and security
Fairness and non-discrimination
Sustainability
Right to privacy and data protection
Human Oversight and Determination
Transparency and explainability
Responsibility & accountability
Awareness and literacy
Multi-stakeholder, adaptive governance and collaboration] 


For each stage within an AI lifecycle[footnoteRef:6], the guide provides:  [6:  I.e. pre-processing (encompassing problem formulation and data collection), in-processing (model selection and development), and post-processing stage (deployment). ] 

· a brief definition of the stage
· related AI principles of the UNESCO recommendation 
· info box on questions an auditor might have
· moments of bias
· exemplary questions 
· that correspond to principles for AI as suggested by UNESCO’s Recommendations on the Ethics of AI

The Qualitative Guide focuses on the principles most salient for each stage of the AI lifecycle to maintain applicability and gain internal coherence and consistency.[footnoteRef:7]  [7:  It should be noted, though, that there are overlaps in how the principles are operationalized. In general, the principles cannot always be clearly separated, they also blur into each other. ] 

[bookmark: _Toc169162691]1.4 How can you use this Guide? 
For further information on how to apply the guide as part of a Responsible AI Assessment and whom to include in which phase, please check out the Step-by-Step Guide first before continuing.  

Generally, while this guide appears to move through AI lifecycle stages sequentially, it is crucial to understand that these stages are interconnected and flexible. Insights gained at any point can lead to a reassessment of previous stages. Each lifecycle stage can be explored independently, even if an AI system is already in use. It is valuable to retrospectively assess past decisions or consider data collection aspects during the problem formulation stage. Think of the guide as an iterative exercise. We recommend that you make the results of your analysis publicly available.

For a holistic analysis, we recommend going through the complete guide. However, as this might not be feasible for everyone, we suggest focusing on questions that are particularly relevant to the AI use case in question, and that have been selected with an independent assessor/ AI auditor. 

For a comprehensive reflection, we recommend using the guide with a diverse set of stakeholders. This might include AI developers, project managers, gender and inclusion experts, affected stakeholders[footnoteRef:8], or external auditing professionals. This approach ensures a holistic and nuanced perspective.  [8:  This includes directly affected stakeholders (e.g. end-users, deployers or beneficiaries), but also indirectly affected stakeholders.] 


	Important disclaimers
The Responsible AI Assessments are a method developed to conduct a holistic AI risk and ethics assessment. It can be used by any individual (applying it themselves), but it is highly recommended that the method is utilised with the expertise of external assessors or auditors. A Responsible AI Assessment does not qualify as a formal audit (in any form), nor does it replace an audit process. Use of the Responsible AI Assessments alone does not guarantee compliance with local and/or international laws, regulations or standards. Please engage independent auditors and/or legal advisors to ensure compliance of your product or service with local and/or international laws.

This guide does not attempt to be a ‘holy grail’ – and there will probably never be a perfect template for ensuring AI Ethics for all AI use cases. This guide simply strives to make the opaque field of AI Ethics more operationalized and tangible and to provide exemplary guidance for AI stakeholders on how to incorporate considerations of AI Ethics throughout the algorithm lifecycle.
We acknowledge that content may be perceived as subjective, particularly in the association of questions with specific AI ethics principles or stages of the algorithm lifecycle. Furthermore, we recognize that some readers may find essential questions missing.

If you have any feedback on some of the points above or other points, we would like to hear from you via fairforward@giz.de to further improve the Responsible AI Assessments and their underlying guides.

Please also note that this is the fill-out version of the Responsible AI Assessment. This version is meant for those who want to apply the assessment guides. To avoid unwanted changes, in this version only the following parts can be edited: 
· Answer blocks below questions
· Tables that are meant to be filled out. 
If you encounter issues, please reach out to fairforward@giz.de. 





2
Responsible AI Assessments | Part B: Qualitative Assessment Guide
[bookmark: _Toc169162692]Overview on the algorithm lifecycle and associated ethics principles

	Algorithm processing phases
	Subphases
	Entry points for ethical risks
	Associated ethics principles

	Pre-processing
	● Problem and system definition

	● Society / Real life → Data
 
	● Proportionality and do not harm
● Fairness and non-discrimination
● Multi-stakeholder, adaptive governance, transparency and collaboration
● Sustainability

	
	● Data collection & data quality
	● Society / Real life → Data
● Data → Population
● Population → Sample
● Sample → Variables + Values
	● Proportionality and do not harm
● Transparency and explainability 
● Right to Privacy and Data Protection 
● Fairness and non-discrimination

	In-processing
	● Model selection, training and evaluation
	● Variables + Values → Patterns
● Patterns → Predictions
	● Proportionality and do not harm 
● Transparency and explainability 
● Fairness and non-discrimination 
● Safety and security
● Multi-stakeholder, adaptive governance, and collaboration  

	Post-processing
	● Deployment 
● Scaling
● Implementation 
● Interpretability of the results
● Monitoring
	● Predictions → Decisions by humans
● Decisions by humans → World
	● Human Oversight and determination
● Transparency and explainability
● Responsibility and accountability
● Awareness and literacy
● Fairness and non-discrimination





	Unpacking definitions of fairness and discrimination
The principle of fairness and non-discrimination in the UNESCO guidelines says, “AI actors should promote social justice, fairness, and non-discrimination while taking an inclusive approach to ensure AI’s benefits are accessible to all.”

Given the highly interdisciplinary nature of responsible AI, definitions of fairness and discrimination sometimes vary and can lead to confusion. This box aims to create awareness on different language around responsible AI. 
In the Qualitative guide of the Responsible AI Assessments, we mostly refer to the social interpretation of discrimination and fairness. In the Quantitative Guide, the statistical definition of fairness is more at the forefront. 

Fairness as social concept 
Fairness is closely intertwined with justice. In a narrower sense, a fair AI system can mean that it does not perpetuate existing social inequalities and injustices.
Fairness in the light of social justice is more aspirational. In this case, an AI system might have the goal to contribute to a more equitable, inclusive distribution of resources or access to opportunities.

Fairness as statistical concept
From a technical view, fairness in AI often refers to mathematical fairness concepts (see chapter 5.6 or Verma, Rubin 2018). Please note that the statistical concept of fairness is limited by the fact that the so-called “ground truth” might be inherently biased. Whether mathematical calculations alone are sufficient to solve the problem of fairness remains controversial and is subject of ongoing research.

Discrimination as social concept
Discrimination refers to treating people differently and causing them punctual or systemic harm based on sensitive aspects like race, colour, sex, language, religion, disability, age, sexual orientation, and gender identity, among others. This list is non-exhaustive and might change according to the (local) context. Discrimination can also occur at the intersection of these aspects. 

Discrimination as statistical concept
In statistics, discrimination is rather used as a non-normative term to describe statistical concepts of dividing predictions into groups, e.g. “discriminating” between blue and red flowers. 

As a tool, the Responsible AI Assessments aim to support you in creating fairer AI systems. Mainly they should support you in not perpetuating existing inequalities, but they also aspire to guide you in creating more inclusive AI systems. 





[bookmark: _2._Pre-Processing:_Problem][bookmark: _Toc169162693]2. PRE-PROCESSING: Problem formulation & data collection
The pre-processing stage covers concrete steps from problem formulation to data collection and processing, influencing the later performance of an AI system.

Assessing the pre-processing stage serves two primary objectives:
· Attain a precise definition of the problem. The AI system should align with real-world scenarios, considering various variables around the main problem and evaluating the problem-solving approach.
· Ensure the data used for training the AI system is of high quality, aiming for the most accurate representation of reality and its complexity.

Biases associated with this development phase are mainly cognitive or statistical.
[bookmark: _2.1_Problem_formulation][bookmark: _Toc169162694]2.1 Problem formulation
The first moment in which bias can enter the algorithm lifecycle is when you formulate the problem that an AI system should solve. The problem formulation stage requires making assumptions about the problem and the data required to solve it. 

For example, these assumptions can be biased if they are:
· based on incomplete or inaccurate information about the phenomenon at stake 
· or influenced by prejudice or personal biases of the people involved in the project.

For the problem formulation stage, this guide provides exemplary questions for the following AI principles of UNESCO: 
· Proportionality, do not harm, fairness and non-discrimination (2.1.1)
· Multi-stakeholder, adaptive governance, and collaboration (2.1.2)
· Sustainability (2.1.3)

	Tips for tackling algorithm audits
An auditor might ask you for:
· The intended and unintended purposes of the AI system
· Potential intended and unintended consequences
· A map of stakeholders (in-)directly impacted and how they might be affected by the system
· A map of roles and responsibilities



Moments of bias in problem formulation
Each moment of the lifecycle of an algorithmic system is subject to different sources of bias. These moments of bias are not mutually exclusive nor relevant in all cases. Identifying which ones apply to an AI use case makes them easier to tackle. 

Below you will find an overview of the main sources of bias for problem formulation: 

	Bias Type
	Definition
	Example
	Exemplary testing

	Techno-solutionist bias
	Over-reliance on high-tech solutions without considering simpler alternatives or potential social and environmental impacts.
	An AI system for crop disease detection might overlook simpler, low-tech solutions like farmer education.
	● Analyze alternatives.
● Assess expectations of developers vs. performance in other relevant use cases.
● Check desirability and compliance.
● Evaluate environmental impact.
● Study social impacts.

	Data availability/ scarcity
	The selected datasets are not relevant to the problem, or there is insufficient data to represent (crucial parts of) the real-world problem.
	An AI system for predicting crop yields might lack sufficient data on crops grown by women farmers, leading to inaccurate predictions for women.
	● Check available datasets for relevance.
● Assess labels and features.
● Ensure data minimization compliance.
● Consider and analyze statistical differences between groups.

	Historical bias
	The data used for training the AI system reflects existing social and societal biases, leading to potentially harmful outcomes.
	An AI system for allocating farm resources might favour male farmers based on historical data, perpetuating existing gender inequalities.
	● Perform contextual analysis and identify protected groups.
● For Natural Language Processing (NLP): validate word embeddings. 
● Analyze statistical differences between groups. 

	Population bias
	The target population during the design phase does not represent the actual user population, leading to non-representative results.
	An AI system designed for large-scale farms might not work well for small-scale farmers, who make up the majority of the user population.
	● Identify affected stakeholders and protected groups.
● Check distribution differences of groups.
● Perform randomization testing.



[bookmark: _2.1.1_Proportionality,_do][bookmark: _Toc169162695]2.1.1 Proportionality, do not harm, fairness and non-discrimination
The following questions explore the problem that you wish to solve with an AI system, whether an AI system would be an appropriate solution and what kind of harm it might exhibit for affected stakeholders and protected groups[footnoteRef:9]. [9:  Protected individuals belong to groups that have historically faced systemic discrimination or marginalization. These groups are identified by characteristics such as race, colour, sex, language, religion, political or other opinion, national or social origin, property, birth, disability, age, sexual orientation, and gender identity, among others. This list is non-exhaustive and might change according to the (local) context. 
The identification of protected groups is guided by international and national legislations, among others the Universal Declaration of Human Rights (1948). In Machine Learning, it is particularly important to consciously assess the effects of AI that might exacerbate these harms and discrimination, in order to mitigate their perpetuation.] 


Exploring the problem and solution space:
· What is the problem that needs to be solved by the system?
	Klicken oder tippen Sie hier, um Text einzugeben.


· Imagine the AI system is deployed: What positive change do you envision it to create?  
	Klicken oder tippen Sie hier, um Text einzugeben.


· Why do you think this problem should be solved through AI? Could the problem be solved through a non-AI-related solution (e.g. other low- or non-tech solution)?
	Klicken oder tippen Sie hier, um Text einzugeben.


· Besides the typically protected groups, have you also considered the system's potential impact on other groups related to emerging marginalization derived from technology implementation?  
	Klicken oder tippen Sie hier, um Text einzugeben.


Exploring affected stakeholders of the AI system
Fill out the table below to explore how envisioned stakeholders might be affected by the AI system:[footnoteRef:10] [10:  The following table is inspired by Cathy O’Neil & Hanna Gunn (2021). If you would fill this table out for an agricultural AI use case that recommends measures for diseased crops, you could consider to following stakeholders, among others: Female smallholder farmers (directly affected), male smallholder farmers (directly affected), customers from local food markets (indirectly affected), environment (directly affected). ] 


	Who is (in)directly affected by the AI system?
	Do they belong to a protected group?
	How would the AI system affect this group positively?
	How could the AI system affect this group negatively? 
(e.g. via false positives/ 
false negatives)

	Stakeholder 1 
	 
	 
	 

	Stakeholder 2 
	 
	 
	 

	Stakeholder x 
	 
	 
	 

	…
	 
	 
	 




Exploring human rights implications
From the risks that you identified above, fill out the table below to explore which human rights might be affected by the AI system. Try to categorize how likely it is that they will occur and how severe they might be should they occur:

	Risk (exemplary)
	Likelihood for risk to occur.
(inexistent, minor, moderate, significant)
	Why?
	Severity if risk occurs (inexistent, minor, moderate, significant)

	Why?
	Mitigation (to be filled out with your assessor[footnoteRef:11]) [11:  The person who is responsible to assess the AI use case. This person should have expertise in assessing AI systems for harms, ethical risks and bias (e.g. as a certified AI auditor).] 


	Risks to life, sustenance or security of a person 
	 
	 
	 
	 
	 

	Risks to unfair distribution of services for certain groups 
	 
	 
	 
	 
	 

	Risks to privacy or reputation
	 
	 
	 
	 
	 

	Risks to freedom of opinion and expression
	 
	 
	 
	 
	 

	…
	 
	 
	 
	 
	 



Exploring dynamics of the team working on the AI system:
Diversity within the teams leading design and deployment of algorithms is crucial to identify and mitigate discrimination. Exemplary aspects to reflect on: 
· How diverse is the team working on the AI system, in terms of disciplinary (professional) backgrounds, age, gender, culture and nationalities? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· How engaged is the team with the communities for which they are designing the AI system?
	Klicken oder tippen Sie hier, um Text einzugeben.


· How is relevant domain expertise included within your team’s composition?
	Klicken oder tippen Sie hier, um Text einzugeben.


· What are the hierarchical roles and decision-making capacity of these team members? (Please, fill in the table below)
	Team member
	Diversity perspectives
	Role
	Responsibility over 
model design

	Member X
	Tag members by (age, gender, gender identity, disability status, etc.
	Developer
CEO
PM
...
	 

	Member Y
	…
	….
	 

	
	 
	 
	 

	
	 
	 
	 

	
	 
	 
	 



Based on table information: 
· What is the balance between team internal diversity and power relations among team members? Does the present structure enable space for becoming aware of and openly voicing existing biases, voicing those biases and considering them in developing the AI system?
	Klicken oder tippen Sie hier, um Text einzugeben.


· How does the team aim to avoid potential biases despite the lack of representation from a specific group when making critical design decisions (e.g. how are perspectives from non-binary people respected if they are not represented within the team or any focus group activities)?  
	Klicken oder tippen Sie hier, um Text einzugeben.


[bookmark: _2.1.2_Multi-stakeholder,_adaptive][bookmark: _Toc169162696]2.1.2 Multi-stakeholder, adaptive governance and collaboration
The following explores how different stakeholders would be able to participate throughout the AI lifecycle to ensure the AI system’s inclusivity:
· What strategies will you use to engage end-users or beneficiaries during the design process, and how will this engagement be maintained throughout the AI lifecycle?
	Klicken oder tippen Sie hier, um Text einzugeben.

· What specific methods or platforms will you use to engage stakeholders?
	Klicken oder tippen Sie hier, um Text einzugeben.

· On what aspects will you engage them? 
Will their involvement be limited to user experience, or will it extend to deeper aspects like system goals and ethical values behind the system?
	Klicken oder tippen Sie hier, um Text einzugeben.

· How do you intend to integrate conclusions from these collaborations and evaluations into the system design? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· Has there been a public debate or case law/current jurisprudence on similar technologies?[footnoteRef:12] If so, how have the main conclusions of such debates been considered for your AI system? [12:  For example, if relevant for your AI use case: you could look into how the GDPR’s ban on profiling, which limits how AI systems’ can process certain sensitive data, has been interpreted in court. This legal insight could then be factored into the system’s design.] 

	Klicken oder tippen Sie hier, um Text einzugeben.


· If the technology will be used in a public setting, how do you intend to consult the public about plans for the AI system?
· Through what channels?
	Klicken oder tippen Sie hier, um Text einzugeben.

· Has the language and the message of the consulting process been adapted to the different communities and audiences?
	Klicken oder tippen Sie hier, um Text einzugeben.

· How do you intend to integrate their input into the system design, especially from low-income communities?
	Klicken oder tippen Sie hier, um Text einzugeben.


[bookmark: _2.1.3_Sustainability][bookmark: _Toc169162697]2.1.3 Sustainability
The following invites you to consciously reflect on the Sustainable Development Goals (SDGs) agreed as common focus of the international state community and how they relate to your planned AI system. 

Which of the following targets of the SDGs does the AI system promote? (see table below)

[image: ]
Source: https://sdgs.un.org/goals

	SDG Goal
	SDG Target
	How the AI system promotes it

	 
	 
	 

	 
	 
	 

	 
	 
	 

	 
	 
	 





[bookmark: _Toc169162698]2.1.4 Problem formulation score card 
Before moving to the next stage, the scorecard below is a guide for evaluating and summarizing the AI system’s ethical findings concerning problem formulation. It provides a concise and comprehensive overview of the AI system's ethical considerations and any actions taken in response to the assessments.

The score card can be used to communicate the findings of an AI system with team members, decision-makers, auditors and affected communities.

	How to use the score card

Assign an ordinal rating for each variable based on the perceived severity of the issues identified. Use the following scale. The scales are explained below with an example from an AI crop mapping use case:

0: No issues
e.g.: All regions covered by an AI-based crop mapping system are equally represented in the training data. The AI model is expected to consistently provide accurate crop-type predictions across various geographical areas without any bias.

1-2: Minor concerns
e.g.: There is a slight imbalance in the representation of certain crops in the training data, but the impact on predictions is expected to be minimal. Therefore, the team considers that the system will generally perform well across different crop types.

3-4: Moderate issues 
e.g.: The AI model is suspected to be moderately biased in predicting crop types, with certain regions experiencing lower accuracy rates. This may be due to identified variations in data quality or insufficient representation of specific geographical features.

5: Significant issues 
e.g.: Identified unbalanced data representation indicates significant bias in predicting crop types, with certain regions expected to consistently receive inaccurate predictions. Following the preliminary assessment, this may lead to unfair resource allocation or policy decisions, impacting the agricultural practices or livelihoods of affected communities.

Provide specific comments for each variable, explaining the rationale behind the assigned rating and include observations, concerns, or noteworthy aspects related to each variable.  



· Name of the AI system:
· Evaluator name:
· Model date, version and type:

	Principle
	Sub-aspects per principle
	Assign severity rating for issues per sub-aspect 
(0-5)
	Why did you assign this score? 
If you identified issue(s), what kind?
	How can you mitigate this issue? 
(ideally filled out with your assessor[footnoteRef:13]) [13:  The person who is responsible to assess the AI use case. This person should have expertise in assessing AI systems for harms, ethical risks and bias (e.g. as a certified AI auditor). ] 


	Proportionality and do not harm 
& fairness and non-discrimination
	Problem & solution space
	 
	 
	 

	
	Affected stakeholders
	 
	 
	 

	
	Human rights implications
	 
	 
	 

	
	Team dynamics
	 
	 
	 

	Multistakeholder & Governance
	Involving end-users / beneficiaries
	 
	 
	 

	
	Current public debates
	 
	 
	 

	
	Consultation of public
	 
	 
	 






[bookmark: _2.2_Data_collection][bookmark: _Toc169162699]2.2 Data collection
The second pre-processing moment in which bias can enter the algorithm lifecycle is when reality is translated into data. That way, social inequalities, historical imbalances and discriminatory patterns may feed into the data collection process and create harmful downstream patterns.

For the data collection in the pre-processing stage, this guide provides exemplary questions for the following AI principles of UNESCO:  
· Proportionality and do not harm (2.2.1)
· Transparency and explainability (2.2.2)
· Right to privacy and data protection (2.2.3)
· Fairness and non-discrimination (2.2.4)

	Tips for tackling algorithm audits
An auditor might ask you for:
· If you collected the data, how did you conduct this process technically and legally? (e.g. did you collect the data via web scraping; how did you ensure informed consent) 
· A description of the types of variables used to train, test or operate the model
· How complete or representative the data is vis-à-vis the purpose of the model and intended deployment contexts
· The URL for the datasets you have used
· Compliance with data protection regulations, incl. how data will be processed and stored



Moments of bias in data collection
Each moment of the lifecycle of an algorithmic system is subject to different sources of bias. These moments of bias are not mutually exclusive nor relevant in all cases. Identifying which ones apply to an AI use case makes them easier to tackle. 

Below you will find an overview of the main sources of bias for data collection: 

	Bias Type
	Definition
	Example
	Mitigation Techniques

	Labeling bias
	Inaccurate data labeling due to subjective perceptions. 
	In satellite images, a wheat field might be misclassified as a corn field due to similar color patterns.
	· Use/ create labeling guidelines.
· Have multiple and diverse experts label data and reach consensus.
· Use majority vote for labeling if many experts are available.
· Check how labels (categories) are distributed in your data.
· Review and correct labeling errors.
· Consider using open-source datasets and labels that allow for crowd-verification of labelling.
· Publish your own datasets & labels under open-source licenses to allow for third-party checks, corrections, and crowdsourcing of improvements.

	Sampling/ generaliza-tion bias
	Non-random or uneven sampling leading to unrepresentative data. 
	An AI system trained on data from farms run by men might fail to predict yields for farms run by women due to different farming practices.
	· Test classifier performance on under-sampled and control groups.
· Assess oversimplification instances.
· Calculate confidence intervals separately for each group.
· Perform statistical significance tests across different groups.
· Ensure balanced and representative training data.
· Consider open-source datasets, see above.

	Survey bias
	Inaccurate, incomplete, or inconsistent data from surveys or interviews. 
	A survey asking farmers about their fertilizer use might lead them to overstate the amount used due to social desirability bias.
	· Address issues in data collection method, e.g. for questions where people are hesitant.
· Compare and contrast data from different sources.
· Use probabilistic matching and individual reference identifiers for dataset harmonization.
· Minimize likelihood for recall bias through survey design.
· Distribute surveys evenly, account for under-sampled groups.

	Survivorship bias
	Only considers data that ‘survived’ or remained till the end, ignoring the ones that did not. 
This could lead to overestimating the ‘survived’ data.
	An AI system analyzing the success of different crop varieties might only consider data from farms that successfully harvested, ignoring those that failed due to harsh weather conditions. 
	· Collect and record all relevant information.
· Work with confidence intervals in your data analysis.
· Check how labels (categories) are distributed in your data.
· Consider open-source datasets, see above.




	On the importance of datasheets
If you are collecting data yourself, it is highly recommended that you create a datasheet. After going through this section of the Qualitative Guide, you can use many of the insights to draft a datasheet. Here you can find a famous template for datasheets (Gebru et al. 2018).

When using datasets for model training check for an existing Datasheet (regardless of whether it is open, shared or closed data). 
Datasheets are a best practice to create transparency about a dataset and help you to understand the collection, processing and quality of the data.

If there is no available datasheet, search at least for basic available information as a rough estimator for the quality of the data, e.g.: 
· Why was the data collected
· When was it collected where and how
· For what can it be used
· How it was further processed

If you do not have enough information available to assess the quality of a certain dataset, reconsider whether and why you want to use this data source or resort to other data sources.



[bookmark: _2.2.1_Proportionality_and][bookmark: _Toc169162700]2.2.1 Proportionality and do not harm
The following questions aim to evaluate the appropriateness and setup of your data. They are designed to assess the potential impact of inaccurate predictions or misinterpretations on algorithmic bias.

Exploring the configuration of your data
	What variables do you intend to collect?
	Is this variable directly related or a proxy?
	Is this variable related to a protected group?
	What is the datatype (e.g., string, int, float) of this variable?
	Why do you think this variable is suitable to predict the target variable?
	What might be the shortcomings of this variable in predicting the target variable?

	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 


 
Once the above aspects are identified, data-quality aspects should also be examined:

· Via which procedures do you intend to collect the data? For example: 
· Generally: hardware apparatus, web scraping, web surveys
· NLP: communal voice collection 
· Agriculture: manual human curation (via phones)
	Klicken oder tippen Sie hier, um Text einzugeben.


· How do you ensure that your data is representative of the target population?
	Klicken oder tippen Sie hier, um Text einzugeben.


· Which missing data points might impact the system’s performance? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· What kind of data quality and representation challenges might arise from manual data collection, with a specific focus on issues related to gender and its proxies?
	Klicken oder tippen Sie hier, um Text einzugeben.


	
	Example: AI-driven precision farming may provide farmers with tailored agronomic advice using both satellite imagery data and ground truth data from sensors. 
Potential biases arise if historical data, collected manually and reflecting traditional gender roles, skews representation. Mitigation measures involve a revised data collection, bias mitigation in algorithms, and regular evaluation to ensure fair and effective outcomes for the entire farming community.
	
	



· For agriculture use cases:
· If you are collecting data with sensors: Have you tested whether the sensors are broken or miscalibrated?
	Klicken oder tippen Sie hier, um Text einzugeben.

· If you are collecting data with smartphones, drones or other technologies: How do you consider how accessible the technology is for farmers, particularly for the later deployment stage? (e.g. disparity in technology access for female in comparison to male farmers or sparse connectivity in some areas)  
	Klicken oder tippen Sie hier, um Text einzugeben.

· Have you addressed expected challenges such as limited regional/local data, indirect personal data sharing, gender bias, and outliers in your system training data?"
	Klicken oder tippen Sie hier, um Text einzugeben.


· For NLP use cases: 
Have you reviewed your datasets for potential incomplete or inaccurate data dictionaries to ensure the robustness and accuracy of the algorithm's training data?
	Klicken oder tippen Sie hier, um Text einzugeben.


· For satellite imagery cases: 
Have you examined data granularity and representative geographical and temporal representation of your data?
	Klicken oder tippen Sie hier, um Text einzugeben.


[bookmark: _2.2.2_Transparency_and][bookmark: _Toc169162701]2.2.2 Transparency and explainability
The following questions explore how the data has been collected, labelled and pre-processed. Thus, they provide insights into the data used to train an AI system. This makes it easier to comprehend the system’s later decisions and outcomes.

· Which decisions or trade-offs did you make during the data collection process that impact how representative the sample is of the larger population? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· Which decisions or trade-offs did you make on how to label your data and whether those decisions impact the later output and functioning of your AI system?
	Klicken oder tippen Sie hier, um Text einzugeben.


· How do you intend to pre-process the data? (e.g. cleaning, normalizing, transforming data) 
	Klicken oder tippen Sie hier, um Text einzugeben.


· If you use external data: Have you checked the rules of use, including any licensing terms or usage restrictions, set by the data providers?
	Klicken oder tippen Sie hier, um Text einzugeben.

 
	As a minimum, it is recommended to document these answers and make them publicly accessible, for example in a datasheet. 



[bookmark: _2.2.3_Right_to][bookmark: _Toc169162702]2.2.3 Right to privacy and data protection
The following questions explore the need for balancing high-quality datasets for AI training while ensuring that this data is collected in a way that respects privacy rights of individuals: 

· What legal requirements on data protection, AI or similar do you have to consider when developing the system in your region? 
	Klicken oder tippen Sie hier, um Text einzugeben.

· Is the data initially collected on a lawful basis? 
	Klicken oder tippen Sie hier, um Text einzugeben.

· How will you ensure that your data collection and the potential publication of the data is based on informed consent?
	Klicken oder tippen Sie hier, um Text einzugeben.


· If your dataset contains personal data:
· What techniques do you use to ensure that the dataset is properly pseudonymized/ anonymized?
	Klicken oder tippen Sie hier, um Text einzugeben.

· Could your dataset expose individuals/commercials to the risk of being re-identified (if the data was anonymized)?
	Klicken oder tippen Sie hier, um Text einzugeben.


	
	Pseudonymized data refers to personal information that has been changed to make it more challenging, but not impossible, to identify the person it belongs to. It is still considered personal data under data protection laws because a separate key can link it back to the individual.
Anonymized data has had all personally identifiable information (PII) changed or removed to the extent that individuals cannot be reasonably re-identified. It ensures more privacy because there is no way to link it back to specific individuals. In comparison to pseudonymization, the process cannot be reversed. 



[bookmark: _2.2.4_Fairness_and][bookmark: _Toc169162703]2.2.4 Fairness and non-discrimination
The following question should be considered to address and mitigate the above forms of bias embedded in training data regarding the data that you have or intend to collect and to foster fairness in broader context: 

· For socio-demographic data: What demographic categories are represented in the data (e.g., age, gender, language)? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· Within the categories of your data that are relevant for your AI system, which subgroups are more likely to be (over-)represented? For example: 
· For socio-demographic data: 
imbalanced representation of certain social groups, e.g. in terms of gender (men vs women vs non-binary identifying people), age (young vs old) or location (urban vs rural)
· For agricultural data: 
imbalanced representation of certain farming practices (that may be rather associated with men than women) or crop images from specific regions 
· How might this potential imbalanced representation in the data affect the quality of later outputs?
	Klicken oder tippen Sie hier, um Text einzugeben.


· Are there any relevant intersectional groups to be considered in relation to your system (e.g., a transgender black person)? 
· If so, how are these groups distributed in the data? 
· Are there any factors in the data that could introduce noise related to these groups? (e.g. underrepresentation of certain groups that leads to skewed results)
	Klicken oder tippen Sie hier, um Text einzugeben.

 
· Can the data be (mis-)used to target prejudiced groups, harm or unfairly restrict access to public services of certain groups or individuals?
	Klicken oder tippen Sie hier, um Text einzugeben.


· What broader implications on fairness will your decisions on accessibility have: 
· How openly will you share your training dataset and models with the community, for instance through open-source licenses allowing others to build on your work? 
	Klicken oder tippen Sie hier, um Text einzugeben.

· Could you improve fairness by open sourcing your dataset and thereby mitigate risks on community and societal level? (for example, risks relating to power concentration, technological dependency, unequal economic opportunity, resource distribution/allocation and, under-/overuse of AI) [footnoteRef:14]  [14:  See High-level Advisory Body on Artificial Intelligence (2023, p. 10f)] 

	Klicken oder tippen Sie hier, um Text einzugeben.


[bookmark: _Toc169162704]2.2.5 Data collection score card 
Before moving to the next stage, the scorecard below is a guide for evaluating and summarizing the AI system’s ethical findings concerning data collection. It provides a concise and comprehensive overview of the AI system’s ethical considerations and any actions taken in response to the assessments.

The score card can be used to communicate the findings of an AI system with team members, decision-makers, auditors and affected communities.

	How to use the score card:

Assign an ordinal rating for each variable based on the perceived severity of the issues identified. Use the following scale. The scales are explained below with an example from an AI landslide detection use case:

0: No issues: 
e.g.: An AI system for landslide detection, demonstrates effective and representative data collection during the pre-processing phase. Robust strategies ensure equitable benefits and ethical considerations, minimizing data-related fairness concerns.

1-2: Minor concerns: 
e.g.: While addressing core data needs, minor imbalances in data ingestion and installed cameras in the pre-processing phase exist. Continuous efforts in participatory design, and compliance may contribute to mitigating these concerns, ensuring a minor impact on fairness.

3-4: Moderate issues: 
e.g.: Pre-processing introduces moderate concerns related to biases in data collection. The system may exhibit issues due to sampling and data collection favoring specific regions, and imbalances in landslide/non-landslide samples. Mitigation strategies, including comprehensive bias analysis and adjustments seem to be crucial for maintaining fairness in data handling.

5: Significant issues: 
e.g.: The system faces significant data-related fairness challenges during pre-processing, including sampling bias, data collection bias, and imbalances. Incomplete representation from temporal and regional imbalance in data collection raises concerns about accuracy and fairness, impacting risk assessment accuracy. Rigorous bias mitigation and diverse data sources are essential for equitable pre-processing and subsequent deployment.

Provide specific comments for each variable, explaining the rationale behind the assigned rating and include observations, concerns, or noteworthy aspects related to each variable. 



· Name of the AI system:
· Evaluator name:
· Model date, version and type:

	Principle
	Sub-aspects per principle
	Assign severity rating for issues per sub-aspect 
(0-5)
	Why did you assign this score? 
If you identified issue(s), what kind?
	How can you mitigate this issue? 
(ideally filled out with your assessor[footnoteRef:15]) [15:  The person who is responsible to assess the AI use case. This person should have expertise in assessing AI systems for harms, ethical risks and bias (e.g. as a certified AI auditor). ] 
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[bookmark: _3._In-Processing:_Model][bookmark: _Toc169162705]3. IN-PROCESSING: Model selection, training and evaluation
The in-processing stage involves selecting, training, and adapting the model to tailor it to a specific use case and context. This process also includes evaluating the algorithm's performance and fairness from a statistical standpoint.

The main goal of assessing the in-processing stage is to pinpoint and minimize the influence of various biases—such as technical, statistical, or cognitive biases—on the AI model.

Important note: This part of the qualitative assessment is closely connected to the quantitative assessment guide. Building on insights from the qualitative assessment so far, the quantitative evaluation will help you assess your AI model's fairness statistically.

For the in-processing stage, this guide provides exemplary questions for the following AI principles of UNESCO: 
· Proportionality and do not harm (3.1)
· Transparency and explainability (3.2)
· Fairness and non-discrimination (3.3)
· Safety and security (3.4)
· Multi-stakeholder, adaptive governance, and collaboration (3.5)

	Tips for tackling algorithm audits
An auditor might ask you for:
· Access to the code
· Type of method used and the justification (e.g., Linear regression, logistic regression, decision tree, SVM algorithm, Naive Bayes algorithm, KNN algorithm, K-means, random forest)
· The system architecture, e.g. algorithms, machine learning models, data pipelines, and infrastructure
· The model performance such as:
· performance metrics (e.g., accuracy, precision, recall, F1 scores)
· metrics related to computation efficiency
· fairness metrics
· Information on Bias and Impact:
· Error and fairness metrics
· Profiling categories
· Vulnerable categories (see Glossary in annex) 
· Selection rate per category and profile
· Average score for individuals and per profile in each category
· Impact ratio per category and profile
· Reverse-engineering results



Moments of bias in in-processing
Each moment of the lifecycle of an algorithmic system is subject to different sources of bias. These moments of bias are not mutually exclusive nor relevant in all cases. Identifying which ones apply to an AI use case makes them easier to tackle. 

Below you will find an overview of the main sources of bias for in-processing: 

	Bias
	Definition
	Example
	Mitigation strategy

	Over- and underfitting
	Overfitting (or high variance): occurs when an AI model is excessively complex. It fits the training data too well but performs poorly on new data. 

Underfitting (or high bias): occurs when an AI model is overly simplistic. It can neither model the training data nor generalize to new data.
	A model predicts crop yield based on historical data so precisely that it fails to adapt to new climate patterns.



A model oversimplifies crop yield prediction, neglecting crucial environmental factors.
	· Introduce penalties for complex models to prevent overfitting.
· Obtain more diverse data or reduce reliance on insufficient data.
· Adjust model complexity based on data patterns.
· Optimize model constraints during training to balance bias and variance.

	Measurement bias
	Arises from a mismatch between training data types/tools and actual target data.



	A drone-based crop monitoring AI is trained on high-resolution satellite images. But the real-world inputs have a lower resolution. This leads to discrepancies in the recognition of crop diseases or nutrient deficiencies.
	· Ensure that testing conditions align with real-world scenarios, including the resolution of measurement tools.
· Capture data more frequently to account for variations. Avoid relying on infrequent measurements.
· Test in lab and real settings before launch.

	Hot hand / Gambler's fallacy
	Arises when assuming a model will continue to perform well based solely on past success, without proper re-evaluation or testing.

	A model has been successfully predicting high yields for several consecutive seasons. The fallacy occurs if we assume that the model will continue to successfully predict high yields, without considering changing environmental conditions or other factors.  
	· Reassess ground truth, variables and measurements before launch of major system updates.
· Check for recent event/dynamics that may impact model performance and impacts.  

	Aggregation bias
	Occurs when a model is suboptimal or biased toward a specific (e.g. dominant) subgroup in the data. This leads to incorrect conclusions about the group more generally. 

	An AI system mostly trained on data from large, technologically advanced farms may not work well for smallholder farms due to differences in resources and practices.

	· Check for differential performance across groups. 
· Calculate results/rates for each protected group identified in pre-processing.
· Calculate and document impact ratio per group (results for protected vs results for most salient group) and individuals (results for individuals of a protected group vs. results for individuals in the most salient group). 
· Define/validate fairness definitions and metrics.


[bookmark: _3.1_Proportionality_and]
[bookmark: _Toc169162706]3.1 Proportionality and do not harm
The following questions explore how an AI model is developed and measured. Their aim is to provide an opportunity to scrutinize the algorithm and to enhance our comprehension of the system’s requirements and potential risks.

Exploring underlying data:
· Have you re-examined that training, test and validation datasets are each representative of the same underlying population/ actual target group?
	Klicken oder tippen Sie hier, um Text einzugeben.


· What variances are you observing between the training data versus production (live) data?
	Klicken oder tippen Sie hier, um Text einzugeben.


· How does the model handle outliers, over- and underrepresentation, and bias towards certain populations?
	Klicken oder tippen Sie hier, um Text einzugeben.


Exploring model evaluation:
· With which metrics have you decided to evaluate the performance and fairness of the model? Why these metrics?
	Klicken oder tippen Sie hier, um Text einzugeben.


· What are the thresholds used by the model (if any) and how have these been selected? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· What approach do you have in place to evaluate the model’s performance and fairness against new and/or unseen data (e.g. via cross-validation or bootstrapping)?
	Klicken oder tippen Sie hier, um Text einzugeben.


· Do you perceive the results of the AI model as sufficient? Why is this the case? 
	Klicken oder tippen Sie hier, um Text einzugeben.


[bookmark: _3.2_Transparency_and][bookmark: _Toc169162707]3.2 Transparency and explainability
The following questions inquire about how you intend to create transparency for the AI model. The model should be as easy to understand as possible for those who are affected by it. 

· How do you intend to communicate the model’s limitations and uncertainties to the users, stakeholders and wider public? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· How are you documenting crucial decisions of the in-processing stage (e.g. performance and fairness metrics, thresholds, evaluation outcomes and changes)? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· What techniques are you using to analyze and test how the model arrives at its decisions?
	Klicken oder tippen Sie hier, um Text einzugeben.


· What steps are you taking to make the model’s decision-making process easy to understand for people without a technical background?
	Klicken oder tippen Sie hier, um Text einzugeben.


· What mechanisms are in place for users to question or appeal the model’s decisions? If so, how is this process managed and communicated to the users?
	Klicken oder tippen Sie hier, um Text einzugeben.



	As a minimum, it is recommended to document these answers and make them publicly accessible. 



[bookmark: _3.3_Fairness_and][bookmark: _Toc169162708]3.3 Fairness and non-discrimination
The following questions explore how assessing algorithmic fairness on trained algorithms helps with conducting human rights-related risk mitigation. This step is crucial before deploying the system in the real world. 

· How do you define a ‘fair outcome’ for the users in terms of the AI model’s predictions or decisions?
	Klicken oder tippen Sie hier, um Text einzugeben.


· Based on the metrics that you selected to evaluate the fairness of the model how does the model perform: 
· Group performance: across different groups, especially those protected by law? 
	Klicken oder tippen Sie hier, um Text einzugeben.

· Differential impact: within a protected group, i.e. does the model’s performance change when considering another factor? 
	Klicken oder tippen Sie hier, um Text einzugeben.

· Intersectional impact: when multiple factors intersect, especially for protected groups?
	Klicken oder tippen Sie hier, um Text einzugeben.


	
	Examples for each category, based on an AI model predicting credit scores:
Group performance: does the model perform equally well for men, non-binary people, and women or not?
Differential impact: does the model perform differently for older and younger women? And how does this compare to the performance for non-binary people or men of similar ages?
Intersectional impact: does the model perform differently for older women with disabilities compared to younger, non-disabled women? And how does this compare to non-binary people or men with similar age and disability status?



· How do certain (protected) variables, like gender, interact with or influence other aspects of the data? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· How are you assessing whether your model is prone to aggregation bias that favours certain dominant patterns within the data – and may contribute to inequalities? 
	Klicken oder tippen Sie hier, um Text einzugeben.


[bookmark: _3.4_Safety_and][bookmark: _Toc169162709]3.4 Safety and security
The following questions explore rights to safety and security to protect those who are affected by the AI system:

· What and where are system weaknesses that could make it (or the data that it stores) vulnerable to cyber-attacks?
	Klicken oder tippen Sie hier, um Text einzugeben.


· What are the organizational and technical measures to ensure the robustness and security of your system against potential attacks throughout its life cycle?
	Klicken oder tippen Sie hier, um Text einzugeben.


· Robustness: How do you intend to test the AI model in contexts like its later deployment contexts (i.e. validation experiments)? 
	Klicken oder tippen Sie hier, um Text einzugeben.


[bookmark: _3.5_Multi-stakeholder,_adaptive][bookmark: _Toc169162710]3.5 Multi-stakeholder, adaptive governance, and collaboration  
The following questions explore how different stakeholders have been incorporated into the model development to represent their perspectives in the final model:

· How have citizens or those affected by the AI system been included in the development & validation process of the AI model? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· How will you incorporate their perspectives and issues they might perceive about the AI system into the final model before deployment? 
	Klicken oder tippen Sie hier, um Text einzugeben.


[bookmark: _Toc169162711]3.6 In-processing and score card
Before moving to the next stage, the scorecard below is a guide for evaluating and summarizing the AI system’s ethical findings concerning the in-processing stage. It provides a concise and comprehensive overview of the AI system's ethical considerations and any actions taken in response to the assessments.

The score card can be used to communicate the findings of an AI system with team members, decision-makers, auditors and affected communities.

	How to use the score card:
Assign an ordinal rating for each variable based on the perceived severity of the issues identified. Use the following scale. The scales are explained below with an exemplary AI chatbot use case, designed to answer Data Protection queries:

0: No issues
e.g.: The chatbot ensures accurate and timely information aligned with the Data Protection Act, covering all user categories and target-languages (e.g. Luganda and English) 

1-2: Minor concerns
e.g.: The chatbot usage may have slight diversity limitations in user categories (I.e. according to their expertise, lawyers, citizens, etc.). However, efforts to expand categories, ensure dataset diversity, and define fairness goals are expected to minimize impacts.

3-4: Moderate issues 
e.g.: Concerns arise in measuring fairness during in-processing. The model may show moderate literacy bias, affecting the accuracy of responses. Robust user feedback systems and live data monitoring could tackle these concerns.

5: Significant issues 
e.g.: The chatbot exhibits constant problems in responding to user queries in Luganda accurately. Continuous retraining and improvement in language detection are not guaranteed to enhance performance and negatively impact the use for Lugandan speakers. 

Provide specific comments for each variable, explaining the rationale behind the assigned rating and include observations, concerns, or noteworthy aspects related to each variable.



· Name of the AI system:
· Evaluator name:
· Model date, version and type:
	Principle
	Sub-aspects per principle
	Assign severity rating for issues per sub-aspect 
(0-5)
	Why did you assign this score? 
If you identified issue(s), what kind?
	How can you mitigate this issue? 
(ideally filled out with your assessor[footnoteRef:16]) [16:  The person who is responsible to assess the AI use case. This person should have expertise in assessing AI systems for harms, ethical risks and bias (e.g. as a certified AI auditor). ] 
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	Underlying data
	 
	 
	 

	
	Model evaluation
	 
	 
	 

	Transparency and explainability
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	Fairness and non-discrimination
	Differential impact/treatment
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	Participatory governance
	 
	 
	 

	
	Feedback integration
	 
	 
	 






[bookmark: _4._Post-Processing:_Deployment][bookmark: _Toc169162712]4. POST-PROCESSING: Deployment and monitoring
The post-processing stage consists of ensuring that the AI model works as intended in the real world. Several factors need to be reconsidered when the algorithm runs on integrated production data, software and hardware: Once deployed, algorithms may perform very differently on data subgroups. Also, previously identified correlations between input and output may change during implementation. 

Assessing the deployment stage has the following main goals: 
· Continuous evaluation of the performance of the AI model in the real-word scenario
· Identify biases or harms caused during implementation and tackle them

For the post-processing stage, this guide provides exemplary questions for the following AI principles of UNESCO: 
· Human oversight and determination (4.1)
· Transparency and explainability (4.2)
· Responsibility and accountability (4.3)
· Awareness and literacy (4.4)
· Fairness and non-discrimination (4.5)

	Tips for tackling algorithm audits
An auditor might ask you for detailed information on: 
· how deployers and users are trained 
· informational material available to users
· mechanisms in place to evaluate the system
· how environmental aspects have been considered in AI systems[footnoteRef:17] (co2 footprint / energy consumption, etc.) [17:  Two core questions must be considered in this regard: 
How can the algorithm be optimized to reduce energy consumption and minimize its carbon footprint? 
What measures are in place to ensure the sustainability of the data centers hosting the AI infrastructure?] 




Moments of bias in post-processing
Each moment of the lifecycle of an algorithmic system is subject to different sources of bias. These moments of bias are not mutually exclusive nor relevant in all cases. Identifying which ones apply to an AI use case makes them easier to tackle. 

Below you will find an overview of the main sources of bias for post-processing: 

	Bias
	Definition
	Example
	Mitigation strategies

	Deployment bias
	Occurs when organizational, budgetary, technical, or training issues impact outputs of the AI system, potentially influencing those affected by the decisions.
	A budget-limited farmer gets fertilizer recommendations from an AI system that favors cost over optimal nutrition, leading to lower crop yields.[footnoteRef:18] [18:  If a model would be developed to optimise outputs for cost over nutrition, such rationales should be communicated to farmers a) in a language and manner they understand and b) explicitly when using the system (e.g. not hidden in legal jargon).] 

	· Assess model performance in the real-world context. 
· Incorporate human oversight and ethical considerations throughout the deployment process. 
· Update AI system based on feedback from continuous auditing. 

	Benchmark test bias



	This bias occurs when a model’s quality is judged solely on its performance on specific benchmark datasets.


	An AI model for crop disease classification is evaluated solely on well-known benchmark datasets, potentially overlooking biases that may exist in real-world farm conditions.
	· Consider alternative metrics and evaluation criteria beyond accuracy. 
· Validate model performance across diverse datasets and conditions to ensure generalizability beyond specific benchmarks.

	Automation bias
	Human tendency to favor suggestions from automated (or popular) systems, possibly ignoring correct but contradictory non-automated information.
	A farmer follows an automated system’s pesticide recommendation, despite knowing a more suitable alternative.
	· [bookmark: _Int_V8YarBGS]Staff and user training and easy-to find information on possible limitations of system.
· Clear attribution of roles and responsibilities for humans and AI systems. 
· Establish documented procedures that justify and validate any human intervention, ensuring equal accountability for accepting or rejecting algorithmic decisions.

	Visualization bias
	This bias is introduced through the Framing Effect, where the way options are presented can influence decisions. 
Related biases include dark patterns or marketing, availability bias, anchoring bias, and signal error, which may result from how data is visualized and interpreted.
	A visually appealing crop yield dashboard may lead farmers to focus disproportionately on certain crops, neglecting other important decision-making factors.
	· Awareness and education: Ensure that individuals who oversee data are aware of visualization biases and cognitive effects.
· At a more technical level: causal methods (like directed acyclic graphs) may provide a more nuanced understanding of data.



[bookmark: _4.1_Human_oversight][bookmark: _Toc169162713]4.1 Human oversight and determination
The following questions explore the actual establishment of AI governance and protocols oriented towards ongoing mitigation of automated decisions and other AI-related risks:

· How do you intend to regularly evaluate the system, i.e. its outcomes and impacts? (e.g. via user feedback, production data, AI audits) 
	Klicken oder tippen Sie hier, um Text einzugeben.


· How regularly will the system be revalidated for fairness and performance and by which team or group of experts? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· How will you check how people and the AI system interact so that the system works well for users and can be managed effectively (e.g. ensuring that the AI system functions properly)? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· How will you ensure that feedback from any kind of ongoing monitoring and evaluation will be fed back into training and re-measuring the model performance and fairness?
	Klicken oder tippen Sie hier, um Text einzugeben.

  
[bookmark: _4.2_Transparency_and][bookmark: _Toc169162714]4.2 Transparency and explainability
The following questions explore how those affected by an AI system are properly informed about its social implications, inputs and outcomes:

· How will the system disclose and make transparent that it is based on AI? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· How will the AI system provide clear and understandable information about its purpose, use and limitations?
	Klicken oder tippen Sie hier, um Text einzugeben.


· How will the AI system provide feedback to users on how it arrived at a certain output (e.g. prediction or recommendation) 
	Klicken oder tippen Sie hier, um Text einzugeben.


· Which parts of the system are open for independent third-party checks (e.g. training data, weights, model, deployment code etc.), among others to check for not-yet-found biases? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· Which parts of the system are available under open conditions (e.g. open-source licenses) that allow others to make changes and contribute to a more inclusive system?
	Klicken oder tippen Sie hier, um Text einzugeben.


· How do you intend to provide detailed and easy-to-understand information on the AI system’s development from the pre- to the post-processing stage? How will you make this information openly available?
	Klicken oder tippen Sie hier, um Text einzugeben.


· How will you assess the explainability of the system? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· How will you ensure that (future) changes and updates made to the model are transparent and documented for the wider public or for regulatory review? 
	Klicken oder tippen Sie hier, um Text einzugeben.


	As a minimum, it is recommended to document these answers and make them publicly accessible. 



[bookmark: _4.3_Responsibility_and][bookmark: _Toc169162715]4.3 Responsibility and accountability
The following questions explore how to consider accountability in case someone should get harmed by an AI system. In this regard, understanding and defining accountability principles is crucial to ensure meaningful trust in AI systems. 

· How can individuals object to a decision that is based on an AI system? 
· If so, is this process transparent, accessible and smooth?
· Is there a body or organization that they can defer to for assistance with an objection?  
	Klicken oder tippen Sie hier, um Text einzugeben.


· How can the actors that develop/ deploy the AI system be held accountable for harm that users of such systems may suffer?
	Klicken oder tippen Sie hier, um Text einzugeben.


· What mechanisms and measures have you put in place to enable those affected (negatively) by an AI system to exercise their rights? 
For instance: rights to data access, rectification or deletion of personal data, new obligations for providers established in the AI Act (including testing, documentation, transparency, and notification duties)
	Klicken oder tippen Sie hier, um Text einzugeben.


· Human-in-the-loop accountability: How do you ensure that those who operate the AI system stay responsible and can influence the outputs/results of the AI system?  
	Klicken oder tippen Sie hier, um Text einzugeben.


[bookmark: _4.4_Awareness_and][bookmark: _Toc169162716]4.4 Awareness and literacy
The following questions explore how people are informed and trained about the AI system:

· How will you provide training or instructions to the end users so that they are aware of and can navigate its operation, capabilities and limitations?
	Klicken oder tippen Sie hier, um Text einzugeben.


· How are those affected by the AI system educated on its operation, capabilities and limitations? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· Will you provide specific accessibility aid for this information when it comes to protected groups? (e.g. audio information for people with hearing impairment)
	Klicken oder tippen Sie hier, um Text einzugeben.


· For those who will use the AI system: How are you ensuring that people are aware of how their input data will be stored or further used? 
· Do you provide this information in easy-to-understand language for a non-technical audience?
· Is there an option to opt out of (personal) data being stored or processed?
	Klicken oder tippen Sie hier, um Text einzugeben.


[bookmark: _4.5_Fairness_and][bookmark: _Toc169162717]4.5 Fairness and non-discrimination
The following questions explore how you can consider and re-evaluate aspects of fairness in the deployment stage, particularly unfair and/or disadvantageous treatment of protected and vulnerable groups.

· How are you evaluating whether the AI system provides equal treatment and inclusive access with respect to protected groups, in terms of multilingualism, gender, age, disability, cultural and other factors?
	Klicken oder tippen Sie hier, um Text einzugeben.

· If certain protected groups are disproportionally negatively affected or unfairly treated by the AI systems: Which ones are affected and how? 
	Klicken oder tippen Sie hier, um Text einzugeben.

· How have you examined the perception of these groups concerning the system?
	Klicken oder tippen Sie hier, um Text einzugeben.

· Would the system be accessible and usable by vulnerable groups, e.g. people with disabilities like visual or hearing impairment? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· How will you ensure that users can provide easily and accessibly feedback on the model’s performance and impact? 
	Klicken oder tippen Sie hier, um Text einzugeben.

· How are you ensuring you collect feedback from protected groups, particularly to identify where the AI system might be mistreating certain groups?
	Klicken oder tippen Sie hier, um Text einzugeben.

· How is this feedback incorporated into the model’s development and refinement?
	Klicken oder tippen Sie hier, um Text einzugeben.


· Once deployed, can users introduce biases into the algorithm (for instance, by inputting biased data)? 
	Klicken oder tippen Sie hier, um Text einzugeben.

· If so, to what extent might the altered model have a negative impact on users and beneficiaries of the system? 
	Klicken oder tippen Sie hier, um Text einzugeben.


· What broader implications on fairness will your decisions on accessibility have: 
· Could you improve fairness by open-sourcing the system (datasets, labeling sets, model weights, deployment code) and thereby mitigate risks on community and societal level? (for example, risks relating to power concentration, technological dependency, unequal economic opportunity, resource distribution/allocation and, under-/overuse of AI) [footnoteRef:19]  [19:  See High-level Advisory Body on Artificial Intelligence (2023, p. 10f)] 

	Klicken oder tippen Sie hier, um Text einzugeben.

· What types of operating models (financial models, business models) could you use to maximize permanence of the system and its parts, ensuring continuous improvement and maximum societal and operational benefit? 
	Klicken oder tippen Sie hier, um Text einzugeben.


[bookmark: _Toc169162718]4.6 Post-processing score card
This scorecard below is a guide for evaluating and summarizing the AI system’s ethical findings concerning post-processing before moving to the next stage. It provides a concise and comprehensive overview of the AI system's ethical considerations and any actions taken in response to the assessments.

The score card can be used to communicate the findings of an AI system with team members, decision-makers, and affected communities.

	How to use the score card:
Assign an ordinal rating for each variable based on the perceived severity of the issues identified. Use the following scale. The scales are explained below with an exemplary AI landslide detection system:

0: No issues
e.g.: All regions covered by an AI-based crop mapping system are equally represented in the training data. The AI model is expected to consistently provide accurate crop-type predictions across various geographical areas without any bias.

1-2: Minor concerns
e.g.: There is a slight imbalance in the representation of certain crops in the training data, but the impact on predictions is expected to be minimal. Therefore, the team considers that the system will generally perform well across different crop types.

3-4: Moderate issues 
e.g.: The AI model is suspected to be moderately biased in predicting crop types, with certain regions experiencing lower accuracy rates. This may be due to identified variations in data quality or insufficient representation of specific geographical features.

5: Significant issues 
e.g.: Identified unbalanced data representation indicates significant bias in predicting crop types, with certain regions expected to consistently receive inaccurate predictions. Following the preliminary assessment, this may lead to unfair resource allocation or policy decisions, impacting the agricultural practices and livelihoods of affected communities.

Provide specific comments for each variable, explaining the rationale behind the assigned rating and include observations, concerns, or noteworthy aspects related to each variable.



· Name of the AI system:
· Evaluator name:
· Model date, version and type:
	Principle
	Sub-aspects per principle
	Assign severity rating for issues per sub-aspect 
(0-5)
	Why did you assign this score? 
If you identified issue(s), what kind?
	How can you mitigate this issue? 
(ideally filled out with your assessor[footnoteRef:20]) [20:  The person who is responsible to assess the AI use case. This person should have expertise in assessing AI systems for harms, ethical risks and bias (e.g. as a certified AI auditor). ] 


	Human oversight and determination


	System regular evaluation
	 
	 
	 

	
	Feedback loop integration
	 
	 
	 

	
	Human management 
	 
	 
	 

	Transparency and explainability

	Data disclosure and communication
	 
	 
	 

	
	External assessment of explainability
	 
	 
	 

	
	Regular and updated communication
	 
	 
	 

	Responsibility and accountability 

	Users rights exercise tools

	 
	 
	 

	
	Object decisions protocols
	 
	 
	 

	
	Accountability mechanisms
	 
	 
	 

	Awareness and literacy 
	Accessibility

	 
	 
	 

	
	End-user training
	 
	 
	 

	
	Open information on data management

	 
	 
	 

	Fairness and non-discrimination
	Equal treatment assessment
	 
	 
	 

	
	Data release on system performance

	 
	 
	 

	
	Regular evaluation of data input and bias

	 
	 
	 

	
	Maximizing benefits and minimizing risks on community and societal level
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